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Summary

We designed and implemented an algorithm on the

T3D Massively Parallel Processors (MPP) to demon-

strate the e�ciency of the phase-screen migration

method by migrating common-shot gathers in 3-D het-

erogeneous media. The algorithm was designed to

accommodate the hardware architecture on the T3D

MPP system. All macroarchitecture characteristics

of the MPP system have been taken into account

to maintain the MPP, minimize the communication

overhead and maximize the sustained computational

speed.

A variety of optimizations has been applied to re-

duce the processing time while retaining a high degree

of accuracy of migrated results. The performance and

timing of processing on a set of synthetic 3-D common-

shot gathers are investigated and analyzed. Our goal

is to constitute a practical procedure in a productive

way that is capable of supporting the 3-D prestack

seismic imaging for real 3-D surveys.

Introduction

The importance of imaging a complex 3-D structure

using 3-D prestack depth migration has long been rec-

ognized by the petroleum industry. The implementa-

tion of the algorithm on large scale shared memory

and distributed memory computers for real �eld data

processing has been presented (Kao, 1992; Epili, 1995;

Zhang, 1995). Nearly all procedures proposed in the

previous publications are based on the Kirchho� sum-

mation method in which the computing consists of two

independent phases, the ray tracing and imaging con-

struction. In the �rst step, traveltimes of ray paths

from all surface grids to all depth points in the output

3-D volume are calculated and saved. The construc-

tion of 3-D imaging is realized by summing the sam-

ples from input traces to output grids based on the

traveltime information.

The Kirchho� summation method has become a

standard scheme for the 3-D prestack depth migration

due to its e�ciency in computing and the amenabil-

ity to irregular survey geometry. However, due to the

limitation in the hardware con�gurations, some practi-

cal di�culties, such as the memory requirement, trav-

eltime table storage and accessing, I/O bandwidth,

speed of 
oating point operations, etc., still challenge

the geophysical industry to make this method a rou-

tine procedure for 3-D seismic data processing.

An alternative of the prestack imaging procedure in

the frequency domain has recently proposed by Huang

and Wu (1996). The method constructs 3-D images by

performing recursive downward extrapolation of wave-

�elds using phase-screen propagators for each input

common-shot gather. The method is motivated from

the early work of the phase-shift migration method

(Gazdag, 1978) and the split-step Fourier migration

method (Sto�a, 1990). It takes into account lateral ve-

locity variations as well as lateral density variations of

3-D heterogeneous media. Special e�orts are devoted

to the designing of an algorithm that uses much less

memory allocation and computing time compared to

�nite-di�erence based migration methods, such as the

reverse time migration (Chang and McMechan, 1990).

The prestack migration using phase-screen propaga-

tors is an imaging method based on the wave theory.

It pertains several advantages that cannot be achieved

by the ray-theory based Kirchho� summation method.

For example, it is an one-way wave propagation al-

gorithm that can handle all forward scattering phe-

nomena including focusing/defocusing, di�raction, in-

terference and creeping waves. In principle, it o�ers

higher image resolution than the ray-Kirchho� sum-

mation method, which is limited by the Fresnel radius

of ray tubes. The troublesome of computing and stor-

ing the huge traveltime table is entirely eliminated.

The problems that the ray-Kirchho� method encoun-

ters at complex geological environments such as caus-

tics, multi-pathing and interferences can be avoided.

However, the major drawback of the phase-screen ex-

trapolation computing is that the 
oating operation

is much more intensive than the Kirchho� summation

approach that makes the processing di�cult to be re-

alized on a conventional computing device for real 3-D

�eld data.

The simultaneous execution of hundreds or thou-

sands of processors in a computation is generally con-

sidered as the massively parallel computing. Massively

parallel systems can run an application several orders

of magnitude faster than most serial or vector com-

puters. The Cray T3D MPP is a massively parallel

computer with the processing elements (PEs) inter-

connected in a 3-D bidirectional torus which o�ers the



MPP computing of 3D migration 2

most e�cient communication link among PEs. We

implemented the phase-screen migration scheme on a

128PEs T3D MPP installed in Cray Research's head-

quarters in Eagan, Minnesota as this system provides

fresh opportunities for developing e�cient algorithm

and programming solutions for 3-D prestack migration

problems.

T3D MPP architecture

A Massively Parallel Processors (MPP) computer sys-

tem contains hundreds or thousands of microproces-

sors, each accompanied by a local memory. Each

microprocessor with its local memory component is

called a processing element (PE).

The CRAY T3D MPP is a scalable heterogeneous

computing system with multiple-instruction multi-

data (MIMD) character in architecture. It is scalable

from 16 to 1024 nodes with two processors in each

node. The memory of T3D is physically distributed

and is globally addressable by each PE. The intercon-

nect network is a 3-D torus that was designed to mini-

mize the network distance and provide highest known

bisection bandwidth among PEs. Each processing ele-

ment node contains two PEs, a network interface, and

a block transfer engine.

Local memory consists of dynamic random access

memory (DRAM) that stores system data. A low-

latency, high-bandwidth data path connects the micro-

processor to the local memory in a PE. The intercon-

nect network provides communication paths among

nodes and forms a three-dimensional matrix of paths

that connect the nodes in three dimensions. The size of

local memory is 8 Million words using 16-Mbit DRAM

integrated circuits.

Methodology

The prestack depth migration scheme we used is based

on a dual domain method using phase-screen propaga-

tors devised by Huang and Wu (1996). The principle

and implementation procedure of the method can be

summarized as follows. Under the phase-screen ap-

proximation, the downward extrapolation of acoustic

wave �elds in the dual domain representation can be

written as (cf Wu and Huang, 1992, 1995; Huang and

Wu, 1996)

P (KT ; zi+1) = e
ikz(zi+1�zis)

ZZ
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is the equivalent velocity screen of the thin-slab

bounded between zi and zi+1. zis is the average depth

of the thin-slab. "� is the bulk modulus perturbation

function and "� is the density perturbation function.

For the case of small depth step �z = zi+1 � zi and

constant density, the velocity screen can be further

simpli�ed as
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�
; (3)

where v(xT ; zis) is the local velocity and v0(zis), the

background velocity of the thin-slab. In equation (1),

P0(xT ; zis) is obtained from P (xT ; zi) by a phase-shift

extrapolation

P0(xT ; zis) =
1

4�2

ZZ
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e
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2
KT : (4)

Taking the inverse Fourier transform of P (KT ; zi+1)

over KT , the downward propagating wave �eld at

depth zi+1 is extrapolated from the wave �eld at

depth zi. This procedure of dual domain shuttling is

implemented recursively for downward extrapolation.

The complex-conjugate extrapolator of (1) is used for

the backpropagation of wave �elds from common-shot

gathers. A frequency domain imaging condition is

used (cf Huang and Wu, 1996).

Implementation

The processing of the wave�eld extrapolation is inher-

ently parallel in the frequency domain. It is, therefore,

natural to implement the algorithm in a way that a fre-

quency slice of surface wave�elds is processed with in

a single PE.

Initially, a three-dimensional velocity screen func-

tion is calculated using equation (3). Two 3-D arrays

of same size need to be allocated to store the velocity

screen function and the output 3-D migrated imaging.

For general 3-D survey, the required memory could

be in a order of several gigabytes. These two 3-D ar-

rays are evenly partitioned and distributed over the

local memories of all available PEs. With the local

memory size of eight million words in each PE, this

allocation should not cause a substantial problem on

a T3D MPP.

Our method of implementing the scheme is that the

input time domain data are �rst sorted into common

shot gather and transformed into the frequency do-

main. Only interested frequency components are saved

and distributed to the local memories of available PEs.

The computation is recursive in depth but parallel

in frequency slices. The only communication during

the wave�eld extrapolation steps is to fetch the ve-

locity screen data at a speci�c depth from a remote
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PE. The depth levels can be grouped into thicker lay-

ers to lessen the communication burden. Although

the higher frequency component requires a little more

computation time, the overall computation are pretty

balanced during the extrapolation within the depth

loop. We can clearly see that no synchronization bar-

rier is needed to block the computing until to the end

of the depth loop. At that point a global-sum step

is executed to add partial images from all frequency

slices to construct the migrated output from a single

shot gather input. All shot gathers are processed and

superimposed to form the �nal 3-D output volume.

The algorithm can be summarized as follows:

� Generate the velocity screen functions for all depth

levels. Partition and distribute this 3-D data array

to local memories of all available PEs.

� For all common shot gathers

{ FFT input traces from the time domain to the

frequency domain.

{ Move frequency slices into local memories of
PEs.

{ 2D FFT frequency slices from the space domain

to the wavenumber domain.

{ For all depth levels

� Fetch the velocity screen function at a

depth level.

� Construct propagators and downward ex-

trapolate the wave�elds from a source and

receivers to the next depth level.

� 2D inverse FFT the wave�elds to the space

domain.

� Interact with the velocity screen function.

� Apply the imaging condition.

� 2D FFT the wave�elds to wavenumber do-

main.

{ End of the depth level loop

{ Global-sum migrated outputs from all PEs and
superimpose the results to the 3D migrated vol-

ume.

� End of the shot loop

It is noted that each PE owns one frequency slice in

its local memory and all PEs perform wave�eld down-

ward extrapolation in parallel.

Performance

One of the key factors in improving the e�ciency of

the migration scheme is to minimize the communica-

tion overhead. The rate of data moving between PEs

has been addressed (Numrich, 1994). Our experiments

indicate that a signi�cant percent of total processing

time is used by the data communication.

Complex 2D FFT operations are the heart of the

scheme. It consumed a majority of total processing

time. An optimized 2D Complex FFT subroutine in

the Cray T3D library was utilized to speed up the

computation. This subroutine has the capability of

spreading the FFT work over several PEs. Therefore,

the algorithm can be further parallelized on a larger

MPP system.

In the numerical experiment, 60 frequency compo-

nents are processed over a 128 PEs T3D. The work

of 2D complex FFT process for each frequency slice is

shared by 2 PEs. On a 3-D model of Nx = Ny = 256

and Nz = 400, the processing time in second and the

percentages of time in 2D FFT and data moving exe-

cutions are tabulated in Table 1.

Nx �Ny Data Move 2D FFT Total time

(256 � 256) 4.42 52.86 62.18

percentage 7.11 85.01 100.00

Table 1. Processing times in second and work percentages

for downward extrapolation of a common shot gather with

60 frequency components in a 3-D model (256�256�400).

In the second experiment, the same experiment was

carried out to migrate a common shot gather for 400

depth levels in a 3-D model (512 � 512 � 400). The

timing is tabulated in Table 2.

Nx �Ny Data Move 2D FFT Total time

(512 � 512) 16.22 294.4 315.38

percentage 5.14 93.37 100.00

Table 2. Processing times in second and work percentages

for downward extrapolation of a common shot gather with

60 frequency components in a 3-D model (512�512�400).

Conclusions

The 3-D prestack migration using phase-screen prop-

agators is an e�cient and stable scheme. The advent

of MPP systems has encouraged the design of an al-

gorithm for faster and more accurate 3-D prestack mi-

gration processing. We proposed a scalable, massively

parallel algorithm for implementing the scheme on a

T3DMPP system. A variety of optimizations has been

applied to achieve the high processing speed. Our ex-

pectation is to design a practical scheme capable of

implementing the prestack depth migration for real 3-

D seismic surveys.

Our preliminary experiments of parallelizing the

prestack phase-screen migration algorithm on the T3D

MPP yield very promising results. However, many op-

timization techniques in T3D can be utilized to further

speed up the computing. Moreover, due to the scala-

bility nature of distributed memory system, the per-

formance can certainly be improved on a MPP system

with more PEs.
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The proposed parallel distributive algorithm can

be easily mapped onto di�erent parallel architectures,

where the hardware con�gurations are suited for the

phase-screen migration scheme. The future work in-

cludes the actual implementing and benchmarking of

the proposed algorithm in a productive way for real

3-D �eld data.

Acknowledgements

The authors would like to thank Cray Research Inc. for

o�ering the T3D MPP computing device to support

this study. The UCSC grant from the ACTI project

of the United States Department of Energy admin-

istered by the Los Alamos National Laboratory and

the support from the W. M. Keck Foundation are also

acknowledged. The University of California at Santa

Cruz, Institute of Tectonics contribution number 298.

References

Chang,W.-F., and McMechan, G. A., 1990, 3-D

acoustic prestack reverse-time migration: Geophys.

Prosp., 38, 737{755.

Epili, D. 1995, Parallel implementation of 3-D prestack

Kirchho� migration with application to �eld data:

65th Ann. Internat. Mtg., Soc. Expl. Geophys., Ex-

panded Abstracts, 168{171.

Gazdag, J., 1978, Wave equation migration with the

phase-shift method: Geophysics, 43, 1342{1352.

Huang, L.-J., and Wu, R.-S., 1996, Prestack depth

migration with acoustic screen propagators: Sub-

mitted to the 66th Ann. Internat. Mtg., Soc. Expl.

Geophys.

Kao, J.-C., 1992, Multitasked computation of 3-D

prestack Kirchho� time migration on the CRAY Y-

MP C90: 62th Ann. Internat. Mtg., Soc. Expl. Geo-

phys., Expanded Abstracts, 311{313.

Numrich, R., 1994, The Cray T3D address space and

how to use it: Cray Research, Inc. Report.

Sto�a, P. L., Fokkema, J. T., de Luna Freire, R. M.,

and Kessinger, W. P., 1990, Split-step Fourier mi-

gration: Geophysics, 55, 410{421.

Wu, R.-S., and Huang, L.-J., 1992, Scattered �eld cal-

culation in heterogeneous media using the phase-

screen propagator: 62nd Ann. Internat. Mtg., Soc.

Expl. Geophys., Expanded Abstracts, 1289{1292.

Wu, R.-S., and Huang, L.-J., 1995, Re
ected wave

modeling in heterogeneous acoustic media using the

de Wolf approximation: in S. Hassanzadeh, Editor,

Mathematical Methods in Geophysical Imaging III,

Proc. SPIE 2571, 176{186.

Wu, R.-S., Huang, L.-J., and Xie, X.-B., 1995,

Backscattered wave calculation using the de Wolf

approximation and a phase-screen propagator: 65th

Ann. Internat. Mtg., Soc. Expl. Geophys., Ex-

panded Abstracts, 1293{1296.

Zhang, L., 1995, An implementation of 3-D prestack

migration depth migration on distributed memory

systems: 65th Ann. Internat. Mtg., Soc. Expl. Geo-

phys., Expanded Abstracts, 172{175.


